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PhyASBT: Phylogenetic Alignment
Selection Bootstrap Treeviewer

1. Multiple Sequence Alignment:

Clustalw?2 is used for multiple sequence alignment if the
segunce is not aligned.(MPI)

2. Model Selection:

PhyML is used for model selection. Users can add their own
models. (OpenMP, MPI, MPI+OpenMP)

56 models for DNA sequences.
112 models for protein sequences.
3. Bootstrapping:
PhyML is used for bootstrapping.(MPI)
4.Tree Viewer:
ATV is used for viewing the tree.
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DNA Models file

DNA models(dnamodel.csv): 56

* Model name, parameters, number of parameters

JC,-mJC69-fd-te-v0-al,0
JC+l,-mJC69 -fd-te-ve-al,l
JC+G,-mJC69 -fd-te-v0-ae, 1l
JC+I+G,-m JC69 -fd-te-ve-ae,?2
K80, - mK80-fd-te-v0-al,l
F81, -mF81-fd-te-v0-al,3




Protein models file

* Protein models(proteinmodel.csv): 112

* Model name, parameters, extra number of parameters
e JTT -mIJTT-fm-v0-al,0

e JTT+G, -mIJTIT-fm-v0-ae, 1

e JTT+G+F -mJTT-fe-v0-ae, 20

* Base number of parameters: 2*Nseq-3

e Total number of parameters=Base+Extra



Desktop version of PhyASBT

Multiple Sequence alignment(sequential code)
Model selection(parallel code)

Windows and Linux versions can be run in parallel.
Bootstrapping (sequential code)

It’s not easy to find and install MPI compiler and
MPlexec program for desktop computers.

Desktop computer is more suitable with share-
memory architecture(OpenMP)

This whole package can be executed on Windows,
Linux and MacOS.



Server version of PhyASBT

e |t's installed on Ubuntu Linux.
(motif.iis.sinica.edu.tw)

* Multiple Sequence alignment(sequential code)

 Model selection(parallel code, OpenMP, MPI,
MPI+OpenMP)

* Bootstrapping (sequential code)
* Treeviewer



Options for users

* [nput sequence filemust be given)

e |s_Aligned? (If it’s aligned, please use Phylip
format)

 Parameter d: aa (Protein seq.), nt (DNA seq.)
* Parameter c: number of substitution rate
 Parameter o: tlr, tl, Ir, |, r, n (optimization)
 Parameter s: sorted by 1(AIC), 2(AlCc), 3(BIC)
 Parameter b: number of bootstrap




Job daemon on the server
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User submits his job
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Techniques
Apache PHP server is used to receive user’s data
and store the information on the database.

Python is used to control the job queue and send
the email.

OpenMP is used to reduce the computation time
and balance the load.

Computation intensive codes are written in C++.
Java is used to design GUI for desktop version.

When MPI is installed on the computer, clustalw,
phyml bootstrap can be run in parallel.



Execution time between OpenMP and MPI
(Shared memoryv architecture)
#ofprocessors 1 Brtio

OpenMP DNAsmall.phy -o tl Sm56s 49s 7.265
MPI DNAsmall.phy -0 tl 8m36s Im7s 7.701
OpenMP Psegsmall.phy -0 tl 15m45s 2mls 7.81
MPI Psegsmall.phy -0 t1 20m53s 2m41s 7.783
OpenMP DNAbig.phy -otl  234m49s 33m9s 7.083
MPI DNAbig.phy -0 tl ~ 438m50s 56m52s 7717
OpenMP Psegbig.phy -otl  1577ml4s 206m44s 7.629
MPI Psegbig.phy -otl ~ 2343m45s 294m57s 7.946
OpenMP DNAsmall.phy -on 54s 83 6.75
MPI DNAsmall.phy -on 1m47s 16s 6.6875
OpenMP Psegsmall.phy -on 3m2s 258 7.28
MPI Psegsmall.phy -on 4m52s 41s 7.122
OpenMP DNAbig.phy -on  53m51s 8m28s 6.36
MPI DNAbig.phy -on  151m57s 20m30s 7.412
OpenMP Psegbig.phy-on  189m2ls 27m51s 6.799
MPI Psegbig.phy -on  352m36s 44m56s 7.847

*MPI takes longer time than OpenMP.
*MPI has better speedup ratio.

*When the computation is CPU intensive,
the improvement ratio is better.



MPI structure

(Distributed memory architecture)

 Master CPU: distribute jobs to slave CPUs,
ReceiveMessage->Send jobs to slave CPUs

* Slave CPU:Request jobs from Master CPU
SendMessage to request jobs->Receive jobs
from Master CPU->Compute




MPI1+OpenMP structure

Master node: distribute n jobs to each slave
node

Slave node:Compute with 2 threads (This is
done by OpenMp)

How many jobs should be run with one-time
OpenMP?

Methodl Method?2

job1,2

job3,4

jobs,6

job7,8

jobg,10

job11,12

job13,14

job1,2,3,4

jobs,6,7,8

job9,10,11,12

job13,14




DNAsmall.phy
e W W W W W wm

DNAsmall.phy -o

tl 9m31s 9m31s 3m30s 1m45s 54s 36s 38s

seconds 571 571 210 105 54 36 38

speed of

DNAsmall by MPI 1 12.71904761 5.43809523 10.5740740 15.8611111 15.02632

MPI+Open MPI+Open MPI+Open MPI+Open MPI+Open

serial OpenMP  MP MP MP MP MP

np 1 2 2 4 8 16 32

DNAsmall.phy -o

tl 9m31s 4mA49s 5m24s 1m55s 58s 35s 32s

seconds 571 289 324 115 58 35 32

speed of

DNAsmall by

MPI+OMP 1 1.97577855 1.76234567 4.96521739 9.84482758 16.3142857 17.84375
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Psegsmall.phy
e o wm wm
np 1 2 4 & 16 32 64

Psegsmall.phy -0

t] 24m35s  24m?25s 8m54s 4m32s 2ml8s 1m25s Imlls

seconds 1475 1465 534 272 138 85 71

speed of

Psegsmall.phy by

MPI 1 1.00682594 2.7621722855.422794118 10.6884058 17.35294118 20.63380282

MPI+Open MPI+Open MPI+Open MPI+Open MPI+Open

serial OpenMP  MP MP MP MP MP

np 1 2 2 4 8 16 32

Psegsmall.phy -0

tl 24m35s  12m19s 13m27s 4m59s 2m50s 1m24s Imlls

seconds 1475 739 807 299 170 84 71

speed of

Psegsmall.phy by

MPI+OMP 1 1.99594046 1.8277571254.933110368 8.676470588 17.55952381 20.77464789
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Observation between MPI and
MPI+OpenMP

* MPI occupies one node for distributing the
jobs to slave nodes.

* MPI spends more time on system mode than
user mode.

* MPI doesn’t have good speedup as OpenMP.



